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A query is a statement or question that is
put to someone or something in order to
elicit information or receive an answer [1].
It can also be used to retrieve information
from a database [2].

[1] Merriam Webster
[2] Wikipedia

Define query.

AI infor-
mation
needs
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What is Generative IR
Overview

ChatNoir
Bonjour! I'm ChatNoir, your friendly cat
assistant. How can I help you today?

ChatNoir
To test computer intelligence, you can 
give it problems to solve and evaluate 
how it performs. You can also give it 
tasks that require it to think outside the 
box, such as creating its own algorithms 
or coming up with innovative solutions to 
problems. Additionally, you can give it 
tests that measure its knowledge and 
understanding of a given subject.

This is outlined in [1], which also covers 
other definitions and tests of machine 
intelligence proposed, such as [2] which 
provides an overview of these definitions 
and tests. Finally, [3] is a standard test for 
machine intelligence.

[1]

[2]

[3]

Show more...

How can a computer’s intelligence be tested?
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Generated
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“Generative index”

Two types of ‘Generative IR’:

❑ query-to-identifier:

– Given a query, generate the document identifiers of relevant documents.

❑ query-to-document:

– Given a query, generate the text of a relevant document.
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What is Generative IR
query-to-identifier

Idea:

❑ IR systems typically have two phases: indexing and retrieval.
❑ Instead of storing index separately, store index inside the model parameters.
❑ Train model to associate documents with document identifiers.
❑ At inference time, autoregressively generate document identifiers.
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What is Generative IR
query-to-identifier

Idea:

❑ IR systems typically have two phases: indexing and retrieval.
❑ Instead of storing index separately, store index inside the model parameters.
❑ Train model to associate documents with document identifiers.
❑ At inference time, autoregressively generate document identifiers.

Several architectures:

❑ Differentiable Search Index (DSI) [Tay et al. 2022]

– Overfit a encoder-decoder transformer to predict identifiers given a query.
– Improvements to DSI: DSI++ [Vaibhav et al. 2022], DSI-QG [Zhuang et al. 2023]

❑ Generating Substrings as Document Identifiers (SEAL) [Bevilacqua et al. 2022]

– Constrain decoding and use generated n-gram to match documents.
– Improvements to SEAL: MINDER [Li et al. 2023], LTRGR [Li et al. 2023]

❑ Neural Corpus Indexer (NCI) [Wang et al. 2022]

– Encode semantics into document identifiers to help with decoding.
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What is Generative IR
query-to-document [Gienapp et al. 2023]
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What is Generative IR
query-to-document in the Wild
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What is Generative IR
query-to-document in the Wild
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What is Generative IR
query-to-document isn’t just for text [Deckers et al. 2023]
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Methods for Generative IR
Overview

query-to-identifier

❑ DSI [Tay et al. 2022]

❑ SEAL [Bevilacqua et al. 2022]

query-to-document

❑ Fusion-in-Decoder (FiD) [Izacard and Grave 2021]
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Methods for Generative IR
DSI [Tay et al. 2022]

How to index?

❑ Predict doc_tokens→dod_id. Mimics the task at inference time but cannot
perform pre-training using documents using masked language modelling.

❑ Predict dod_id→doc_tokens. Equivalent to training decoder model
conditioned on document identifier.

❑ Bidirectional prediction. Prepend a special token to allow the model to know
the prediction task.

❑ Masked language modelling. Document identifier and document text are
concatenated and randomly masked for the model to predict which token fits.
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Methods for Generative IR
DSI [Tay et al. 2022]

How to index?

❑ Predict doc_tokens→dod_id. Mimics the task at inference time but cannot
perform pre-training using documents using masked language modelling.

❑ Predict dod_id→doc_tokens. Equivalent to training decoder model
conditioned on document identifier.

❑ Bidirectional prediction. Prepend a special token to allow the model to know
the prediction task.

❑ Masked language modelling. Document identifier and document text are
concatenated and randomly masked for the model to predict which token fits.

What to index?

❑ ‘Direct indexing’. Perform no pre-processing, truncate documents to fit into
input size of transformer model.
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Methods for Generative IR
DSI [Tay et al. 2022]

How to represent document identifiers?

❑ Identifier should capture some semantic information about document.

❑ Identifier should be structured for efficient decoding.

Hierarchically cluster document embeddings to induce a trie:

❑ Offline, cluster documents into k clusters, assign identifier based on cluster.

❑ Leaves are identifiers, balanced so all leaves are same distance from root.

❑ Trie is traversed at inference time to decode valid document identifiers.

IR:I-16 Neural Information Retrieval © GIENAPP/SCELLS 2024

https://proceedings.neurips.cc/paper_files/paper/2022/file/892840a6123b5ec99ebaab8be1530fba-Paper-Conference.pdf


Methods for Generative IR
DSI [Tay et al. 2022]

Related research:

❑ DSI++ [Vaibhav et al. 2022]: Provide a way to incrementally index new documents
into the model without it forgetting how to rank previous queries.

❑ DSI-QG [Zhuang et al. 2023]: Provide explicit query signals at training, rather than
the implicit signal as in DSI.
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Methods for Generative IR
SEAL [Bevilacqua et al. 2022]

Method:

❑ Create an ‘FM’ n-gram index offline.

❑ Use decoder to generate multiple n-grams, constrained by FM index.

❑ Use n-grams generated by decoder to match documents.
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Methods for Generative IR
SEAL [Bevilacqua et al. 2022]

Related research:

❑ MINDER [Li et al. 2023]: Generate n-gram identifiers for multiple ‘views’ of
documents, e.g., title, substring, or query.

❑ LTRGR [Li et al. 2023]: After generating n-gram identifiers, use the same decoder
model to score documents, trained in a LTR setting.
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Methods for Generative IR
FiD [Izacard and Grave 2021]

Given a query, answer the query directly with a generated document.

❑ Use retrieval model to select k documents as context.

❑ Use (encoder-)decoder model to generate document using context.
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Methods for Generative IR
FiD [Izacard and Grave 2021]

Given a query, answer the query directly with a generated document.

❑ Use retrieval model to select k documents as context.

❑ Use (encoder-)decoder model to generate document using context.

Model only provides an answer, does not ground the response with references.
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Methods for Generative IR
FiD [Izacard and Grave 2021]

Related research:

❑ FiD-Light [Hofstätter et al. 2023]: Applies compression to make FiD faster and
provides a way to inject references to documents in the output.
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Evaluation of Generative IR
Overview

Two usage patterns can be discerned for generative models in IR:

❑ Query-to-Identifier

– Uses a generative model to produce a ranking of materialized documents
– Evaluation can commence under the traditional Cranfield paradigm

❑ Query-to-Document

– Uses a generative model to produce a new document in-situ
– Since the new document has no existing identifier, we cannot use

Cranfield-style evaluation ➜ What now?

A new evaluation setup is needed! This encompasses a...

... Task definition ➜ what is the synthetical search task?

... User model ➜ how does a user read generated text?

... Evaluation criteria ➜ how can generated text quality be measured?
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Evaluation of Generative IR
Synthetical Search Task

❑ Before: informational/navigational search tasks

– User is presented with a list of possibly relevant content
– They have to read and evaluate each whether answers their question

❑ Now: synthetical search task

– User is presented with synthesized text response
– Generative model decides which parts from sources are relevant

❑ What is new?

– Condensation of relevant information from multiple sources
– Text SERP instead of list SERP

❑ What is it used for?

– opinionated information needs (“Invest in renewable energy?”)
– decision-making ones (“Should I get life insurance?”).
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Evaluation of Generative IR
Example

❑ Query: investing renewable energy

❑ Good reponse: “The global trend towards clean energy makes it a lucrative
market. Solar and wind are particularly promising, offering a diverse range of
investment opportunities. Studies affirm the viability of such investments,
emphasizing both environmental sustainability and financial gains. Yet, the
volatility of the market might not be a good fit for low risk investing.”

❑ Bad response: “Renewable energy, is like, good for the environment. Some
reports say it’s going up in the markets, but who really checks those, right?
Might consider it for investing, the information is all there, check it out.”

Clear quality difference between the responses, but how to quantify it?
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Evaluation of Generative IR
Evaluation Criteria & Utility

❑ Users have different expectations towards a generated text than a ranked list

– Retrieval aspect: generated text should address the information need
– Grounding aspect: generated text should be verifiable from sources
– Presentation aspect: generated text should be coherent and readable

❑ We can judge these aspects of utility either for the whole response
(‘response-level’) or at individual parts of the response (‘statement level’)

Utility

Clarity

Correctness

Consistency

Coverage

Coherence

Response
Level

Statement
Level
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Evaluation of Generative IR
Utility Dimensions

❑ Coherence: the manner in which the response is structured and presented

– structured well-formed narrative (Logical Coherence)
– uniform style of speech (Stylistic Coherence)

❑ Coverage: cumulative extent to which presented information is relevant

– the response covers a breadth of diverse information (Broad Coverage)
– the response provides in-depth detailed information (Deep Coverage)

❑ Consistency: the agreement between statements and their sources

– consistency between statements of the response (Internal Consistency)
– consistency between a statement and its source (External Consistency)

❑ Correctness: degree to which the information provided is factually correct

– the verifiability of a statement (Factual Correctness)
– the relevance of a statement to the user (Topical Correctness)

❑ Clarity: the information is presented in an accessible manner

– written in an easily readable way (Language Clarity)
– clear communication of salient information (Content Clarity)
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Evaluation of Generative IR
Example

❑ Query: investing renewable energy

❑ Good reponse: “The global trend towards clean energy makes it a lucrative
market. Solar and wind are particularly promising, offering a diverse range of
investment opportunities. Studies affirm the viability of such investments,
emphasizing both environmental sustainability and financial gains. Yet, the
volatility of the market might not be a good fit for low risk investing.”

– easily readable and to the point (high clarity and coherence)
– backs up claims with specific examples, and covers multiple view on the

topic (high coverage and consistency)
– correctness through external sources

❑ Bad response: “Renewable energy, is like, good for the environment. Some
reports say it’s going up in the markets, but who really checks those, right?
Might consider it for investing, the information is all there, check it out.”

– embellished and colloquial language (low clarity and coherence)
– only refers to external sources without summarizing (lacking consistency)
– no specific answer to the query (low coverage and correctness)
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Evaluation of Generative IR
User Model for Generative IR

Traditional User Model

❑ User browses documents in a
ranked list sequentially

❑ User stops browsing once their
information need is fulfilled

❑ User is less likely to browse
documents at lower ranks

Generative User Model

❑ User reads statements in the
generated text sequentially

❑ User stops reading once their
information need is fulfilled

❑ User reads with decaying atten-
tion over the span of the text

➜ The behaviour of the user is equivalent for browsing and reading alike!

❑ We can use discount-based metrics that operationalize the traditional user
model for the generative user model as well (e.g., nDCG)

❑ But: we need to segment the generated text into statements, and assign a
utility score to each statement ➜ statement-level utility!
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Evaluation of Generative IR
Annotating Utility

Problem: How can we annotate utility if the text is newly generated?

❑ Reference-free assessment

– direct assessment of every new generated text
– Pro: reliable given expert annotators
– Con: very expensive to collect, not repeatbale

❑ Reference-based assessment

– transfer of pre-existing judgments from other texts
– Pro: reliability hinges on transfer
– Con: efficient and repeatable experiments
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Multi-Modal IR
Overview

Focus of this course has been on text, search can be applied to any media

❑ query-to-document is represented as ‘infinite index’ [Deckers et al. 2023]

❑ Decoder models could be perceived as ‘infinite indexes’ over text.

❑ Future of IR may be retrieval components on the top of ‘infinite indexes’.

❑ For multi-modal search, many methods use CLIP [Radford et al. 2021]
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Open Challenges
Overview

query-to-identifier:

❑ How to scale to large collections? All documents must be contained within
model parameters.

❑ How to make these models more efficient at inference time? Decoding is
expensive, requiring forward pass for each document.

query-to-document:

❑ How to properly evaluate the output from models? How to scale the
evaluation or do meaningful offline evaluation?

❑ When should the output be grounded? How to evaluate grounding?

❑ How to reduce or prevent hallucination?
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